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Abstract

In this paper, I analyze the gender pay gap across the wage distribution in Chile.
I use quantile regression technique and correct for sample selection using a copula-
based methodology. My results highlight the importance of heterogeneous effects and
selective participation in gender pay gaps. If men’s and women’s rates of employment
were equal, the gap would be approximately 30 percentage points in all quantiles. My
analysis reveals that the gender wage gap oscillates between 25 and 35 log points at
the bottom half of the hourly wage distribution but increases to approximately 50 log
points in the upper quantiles, evidencing a “glass ceiling” effect. Finally, I decompose
the gender pay gap into “structural” and “composition” effects, concluding that the gap
is explained mainly by differences in rewards for observable labor market characteristics
and not by differences in the distribution of those characteristics.
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I Introduction

Men earn on average more than women in Chile. According to OECD statistics, the gender

wage gap, defined as the difference between the median wage of men and the median wage

of women, was 12.5% as of 2017. That gap has remained stable over the last few decades,

and it has been attributed mainly to inadequate job training, limited childcare options, and

traditional attitudes toward gender roles (Fort, John-Abraham, Orlando, & Piras, 2007).

The gender gap can vary significantly across the wage distribution. For example, the

seminal work of Albrecht, Björklund, and Vroman (2003) demonstrates the glass ceiling effect

in Sweden (i.e., the gender gap increases in the upper tail of wage distribution). Since then,

a growing body of literature has shown evidence that the gap at the mean or median is very

different from the gap at the various percentiles. Related studies of other European countries

include, among others, Arulampalam, Booth, and Bryan (2007); De la Rica, Dolado, and

Llorens (2008); and Christofides, Polycarpou, and Vrachimis (2013). Arulampalam et al.

(2007) study 11 European countries and conclude that differences in upper quantiles are

more prevalent than at the bottom of the distribution for sample countries. De la Rica et

al. (2008) find that in Spain, the gender gap is increasing across the distribution for highly

educated women, whereas the gap decreases for less-educated women. Lastly, Christofides

et al. (2013) research 23 European countries, and they find both a glass ceiling effect and

a “sticky floors” effect (i.e., greater differences at the lowest quantiles) in some of those

countries. Similarly, but for an emerging economy, Badel and Peña (2010) find that the

gender wage gap in an emerging economy like Colombia is wider at the bottom and at the

top of the wage distribution. The variety of results across these studies show the importance

of extending the focus of analysis beyond the mean or median gender pay gap and analyzing

the entire distribution of wages instead.

In addition, it is well known that men are more likely than women to participate in the

labor market. Women do not select themselves randomly to participate in the labor force

and as a result, any analysis based solely on working women will yield biased estimates of the
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gender wage gap. The importance of accounting for selection in measures of gender gap has

been addressed at least since the seminal work of Heckman (1979) and recently highlighted

by Maasoumi and Wang (2019).

In the case of Chile, Perticará and Bueno (2009) study the gender gap across the distribu-

tion of wages in Chile for the period from 2002 to 2006. Using the Lee (1998) methodology,

they find an hourly gender wage gap between 11% and 18%, after controlling for occupational

selection.1 In another paper, Perticará and Astudillo (2010) use the Melly (2006) technique

to decompose the portion of the gap explained by the difference in characteristics between

male and female workers and perceived discrimination. This last component is negative

across all the wage distributions, and it gets larger for the higher quantiles, although there

is no glass ceiling effect in their results. In general, papers that analyze the gender wage gap

in Chile find that the gap is different across the wage distribution, however, none of them

address the potential bias from self-selection for participation in the labor force.

Using the longitudinal Social Protection Survey (Encuesta de Protección Social in Span-

ish), I study the gender wage gap in Chile by accounting for heterogeneity across the wage

distribution and sample selection. My paper is an application of the approach presented in

Maasoumi and Wang (2019) and it has two main components. First, I estimate quantile

regressions using a new copula-based methodology, as proposed by Arellano and Bonhomme

(2017) and applied by Maasoumi and Wang (2019) to the US, to model the joint distribution

of the errors in the outcome and participation equations. This method is suited for a model

such as quantile regression, when the quantile curves are non-additive in the propensity score

and covariates.2 To validate the exclusion restriction’s assumption in the selection equation,

I apply the Huber and Mellace (2014) test, which indicates that there is no significant rela-

tionship between the excluded regressor and the error term of the outcome equation. Second,

following Maasoumi and Wang (2019), I apply the Machado and Mata (2005) technique to

1This methodology is similar to Heckman’s (1979), but it uses a multinomial logit to predict the propensity
score; however, like Buchinsky (1998), this approach is only effective for additive models, as explained later.

2See Arellano and Bonhomme (2017)
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simulate the entire distribution of the wages that female workers would have earned if all

women worked and had men’s distribution of characteristics. This last step allows me to

decompose the gender wage gap into two parts: the composition effect and the structural

effect. The composition effect is the portion of the gap attributable to gender differences in

labor market characteristics, and the structural effect is the portion of the gap attributable

to gender differences in the rewards for those characteristics.

I find that after controlling for selection into employment, the gender wage gap in Chile

increases significantly across the whole wage distribution. If men’s and women’s rates of

employment were equal, the gender wage gap would be around 25 to 35 log points at the low

levels of the distribution, but it increases toward the upper tail of the distribution to a max-

imum log wage difference of about 50 log points, evidencing a glass ceiling effect. Moreover,

these differences across wage distributions are not primarily explained by the observable

labor market characteristics of workers. Instead, they are explained by the differences in

rewards offered for those labor market characteristics.

This paper contributes to the existing literature by measuring the gender wage gap in

Chile using a quantile-copula methodology to control for non-random selection. Previous

papers have measured the gender wage gap using quantile regression and corrected for sample

selection using the Buchinsky (1998) technique, but this methodology has been shown to be

ill-suited in this context. Buchinsky (1998) proposes a control function and assumes that

the errors are independent of the regressors conditional on selection probabilities. According

to Huber and Melly (2015) this assumption implies that the quantile slope coefficients and

the mean slope coefficient are identical, limiting the usefulness of heterogeneity across the

distribution. Moreover, my paper adds to the literature that emphasizes the importance of

self-selection in measuring gender gaps as Maasoumi and Wang (2019) have shown in the

context of the US. Working women are a selected sample and if selection is ignored the gap

may be an underestimate of existing difference.

The rest of the paper is structured as follows: Section II describes the Arellano and
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Bonhomme (2017) quantile sample selection model and Machado and Mata (2005) counter-

factual decomposition. Section III provides details about the data and descriptive statistics.

Section IV presents the empirical results of the quantiles regressions for the unselected and

selected sample, and I discuss implications for Chile. Section V analyzes the validity of my

instrument, and Section VI is the conclusion.

II Empirical methods

I Copula-based approach for quantile sample selection models

A common approach in the literature to deal with non-random selection into the labor force is

to impute the wages of non-working women using information of working women. Heckman

(1979) proposes a two step estimator which assumes that errors in the selection and outcome

equations are jointly normally distributed. Buchinsky (1998) in the same fashion, suggest an

additive approach to correct for sample selection in quantile regression. However this implicit

control function approach can not be applied in a quantile regression context since it assumes

that covariates and error terms are independent conditional on selection probabilities. As

Huber and Melly (2015) show, this assumption does not hold in general in quantile models.

Arellano and Bonhomme (2017) propose a methodology that is compatible with sample

selection in a non-additive model, which precludes the use of the control function approach.

In their proposed estimator, sample selection is modeled using a copula, which is a func-

tion that couples a multivariate distribution to its marginal distribution functions. In this

context, it is possible to use information from the marginal distribution of the error from

the participation decision equation and the error of the outcome equation to recover the gap

across the distribution of wage offers for the entire female population (those who work and

those who do not).
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II The model

In a recent paper, Arellano and Bonhomme (2017) suggest to modeling sample selection

using a bivariate cumulative distribution function or copula of the percentile error in the

latent outcome equation and the error in the sample selection equation.

Consider a general outcome equation specification where the quantile functions are linear:

Y ∗ = Q(τ,X) = x′β(τ) (1)

where the function Q is the τ−th conditional quantile of Y ∗ given X. In this context, Y ∗ is the

latent outcome variable (in this case, wage offers) and X are the covariates (e.g. education,

experience, etc.). I specify β as a function increasing in U, where U is the error term of the

outcome equation that is distributed uniformly and independent of the covariates.

The participation equation is defined as:

D = 1{V ≤ p(Z)} (2)

where 1{.} denotes a selection indicator D which takes values equal to one when the latent

variable is observable (e.g. employment), Z contains X and at least one covariate B that

does not appear in the outcome equation (e.g. a determinant of employment that does not

affect wages directly), p(Z) is a propensity score, and V is an error term of the selection

equation which is uniformly distributed on the unit interval and independent of Z.

Under the set of assumptions detailed in Arellano and Bonhomme (2017),3 the conditional

cumulative distribution function of Y* given Z = z for those observations that participate

in the labor market is, evaluated at x′β(τ) for some τ in (0,1) interval is:

Pr(Y ∗ ≤ x′β(τ)|D = 1, Z = z) = Pr(U ≤ τ |V ≤ p(z), Z = z) = Gx(τ, p(z))

3Assumptions: 1) Z is independent of (U,V)|X (exclusion restriction), 2) absolutely continuous bivariate
distribution of (U,V), 3) continuous outcome, and 4) propensity score, p(z)>0.
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where Gx ≡ C(τ, p)/p is defined as the conditional copula function of U given V, which

measures the dependence between U and V as:

Gx(τ, p) ≡ G(τ, p; ρ) =
C(τ, p; ρ)

p
(3)

where the numerator is an unconditional copula of (U,V) and the denominator is the propen-

sity score. The copula parameter ρ governs the correlation between the error in the outcome

equation and the error in the participation decision and captures the degree of selection. In

the context of this paper, a positive value for ρ indicates negative selection into employment,

whereas negative values suggest positive selection.4

As stated by Arellano and Bonhomme (2017), Gx plays an important role in capturing

the selection and mapping the rank τ in the distribution of latent outcomes (given X=x )

to ranks Gx(τ, p(z)) in the distribution of observed outcomes conditional on participation

(given Z=z ). Namely, the conditional Gx(τ, p(z)), quantile of observed outcome (that is

when D = 1) coincides with the conditional τ -th of latent outcome, and this is true for each

τ ∈ (0, 1). The key implication from this is if it is possible to estimate the mapping Gx(τ, p)

from latent to observed ranks, it is possible to estimate the quantiles of observed outcomes

corrected for selection. It follows from equation 3 that the τ -th conditional quantile of Y ∗

given D=1 and Z is

Qs(τ, Z) = X ′β(τ ∗(Z))

where τ ∗(Z) is the inverse of the conditional copula with respect to its first argument and

Qs refers to conditional on selection. Hence, this strategy can be used in quantile selection

models that are non-additive in the propensity score p(Z) and the covariates X, as is the

case of the application in this paper.

4Positive selection implies that the wages of non-working women are lower than those who are working.
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III Estimation

The Arellano and Bonhomme (2017) estimation algorithm can be summarized in 3 steps:

estimation of the propensity score, estimation of the degree of selection via the cumulative

distribution function of the percentile error in the outcome equation and the error in the

participation decision, and then, using the estimated parameters, the computation of any

desired quantile through rotated quantile regression which preserves the linear programming

structure of the standard linear quantile regression (see Koenker & Bassett, 1978).

The first step consists of estimating the propensity score γ by a probit regression:

γ̂ = argmaxa

N∑
i=1

DilnΦ(Z ′ia) + (1−Di)lnΦ(−Z ′ia) (4)

The second step is to estimate the copula parameter ρ by generalized method of moments,

which allows us to obtain an observation-specific measure of dependence between the rank

error in the equation of interest and the rank error in the selection equation. This step

consists of working with a parametric copula and deriving moment restrictions on the copula

parameter. For every τ in the unit interval the following population moment restriction holds:

E
[
1{Y ≤ X ′β(τ)} −G(τ,Φ(Z ′γ); ρ)|D = 1, Z

]
= 0

This is then used to create a sample counterpart where ρ minimizes the following objective

function:

ρ̂ = argminc

∥∥∥ N∑
i=1

L∑
l=1

Diϕ(τl, Zi)[1{Yi ≤ X ′iβ̂τl(c)} −G(τl,Φ(Z ′i; γ̂), c)]
∥∥∥

where ‖.‖ is the Euclidean norm, τ1 < τ2 < · · · < τL is a finite grid on (0, 1), and ϕ(τ, Zi) is
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a vector of instruments where the dim ϕ ≤ dim ρ and:

β̂τ (c) = argminb(τ)

N∑
i=1

Di[G(τ,Φ(Z ′iγ̂); c)(Yi −X ′ib(τ))+ +

(1−G(τ,Φ(Z ′iγ̂); c))(Yi −X ′ib(τ))−]

where a+ = max{a, 0}, a− = max{−a, 0}, and the grid of τ values on the unit interval as

well as the instrument function are chosen by the researcher.

Lastly, using γ̂ and ρ̂ obtained before, the third step consists in using Ĝτi = G(τ,Φ(Z
′
i γ̂); ρ̂)

to estimate β(τ) for any desired τ ∈ (0,1) by minimizing a rotated check function of the form:

β̂(τ) = argminb(τ)

N∑
i=1

Di[Ĝτi(Yi −X ′ib(τ))+ + (1− Ĝτi)(Yi −X ′ib(τ))−] (5)

where β̂(τ) will be a consistent estimator of the τ -th quantile regression coefficient. Note

that the third step is unnecessary if the quantiles of interest are included in the set τ1 <

τ2 < · · · < τL used in the second step.

IV The Machado and Mata decomposition

The Machado and Mata (2005) technique decomposes the gender wage gap into two com-

ponents: the size of the gap that can be explained by observable worker characteristics and

the size of the gap that can be explained by the compensation of those characteristics. This

technique has the same flavor as the Oaxaca-Blinder decomposition (see Albrecht et al.,

2003; Blinder, 1973; Oaxaca, 1973) but instead of doing the decomposition at the mean,

Machado and Mata (2005) decompose the gap between men and women at the quantiles.

In this empirical exercise, I consider two groups, men and women. Using Albrecht et al.

(2003) notation, each group has stochastic vectors associated with the characteristics of each

group together with its realizations,xi for i=male,female. Define Hi(x) as the distribution

function of the characteristics and Fi(w) as the distribution function for the log wage. The
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τth quantile of the unconditional distribution of the log wage, wτ is defined by

τ ≡ F (wτ )

so the difference between the τth quantiles of the men’s and women ’s distribution is wmτ −

wfτ . According to Arellano and Bonhomme (2017), after estimating the parameter ρ̂ and

the propensity score γ̂ in the last step of the estimation algorithm, the βτ are computed

by minimizing a rotated check function that has been rescaled for Ĝτi = G(τ,Φ(Z
′
i γ̂); ρ̂).

Therefore, any procedure developed for standard linear quantile regression could be used in

the presence of sample selection. The distribution of wages for males can be written as the

conditional distribution of wages for males given males’ characteristics integrated against

the distribution of the characteristics for males.

Fm(w) =

∫
Fm(w|x)dHm(x)

and the same for female workers,

Ff (w) =

∫
Ff (w|x)dHf (x)

The methodology generates a counterfactual distribution where women have men’s charac-

teristics but those characteristics are paid the way women are rewarded.

Fc(w) =

∫
Ff (w|x)dHm(x)

The Machado and Mata (2005) decomposition consists of the following subtraction:

Fm(w)− Ff (w) = Fm(w)− Fc(w)︸ ︷︷ ︸
differences in return

+ Fc(w)− Ff (w)︸ ︷︷ ︸
differences in characteristics

The differences in the distributions Fm(w) − Fc(w) provide insights into the structural ef-
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fect and it is the part of the gap due difference in rewards to workers’ characteristics. As

Maasoumi and Wang (2019) mention in their paper, the structural effects can be target of

discrimination policies that aim to equalize pay structure between female and male workers

with the same set of skills. The differences between Fc(w)− Ff (w) will explain the compo-

sition effect, which is the part of the gap due to differences in the distribution of workers’

characteristics.

III Data and descriptive statistics

I use data from the Social Protection Survey (Encuesta de Proteccion Social in Spanish) of

Chile. This longitudinal survey was initiated in 2002, and it has been conducted roughly

every two years. The Social Protection Survey uses a representative nationwide sample of

approximately 17,000 individuals, and it contains comprehensive socio-economic information

such as labor history, family history, wages, assets, and health. An important feature of this

self-reported survey is that the data related to the labor market is very detailed. The working

history of the individuals encompass the time when they were employed, unemployed and

inactive, so it is feasible to calculate the effective experience of the workers. This is very

important because women have intermittent participation in the labor market during their

life cycle. In a hypothetical case, if experience were measured as age subtracting education,

it would not be reflecting the gender differences in the timing of experience acquisition that

exists between men and women.

For my analysis, I use data from 2016’s wave, which contains variables that can be used

to explain women’s participation in the labor market. The sample size is 16,906 individuals,

where 47% of them are men and 52% are women. I restrict the sample to individuals between

25 and 55 years old and I deleted those observations who reported working more than 60

hours per week and receive a positive salary, ending up with 6,771 observations.

The descriptive statistics for all women, those who do not participate in the labor market
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and those who participate, can be found in Table 1. Women who are working are less likely to

be married and to live with children under 3 years old. Additionally, they are more educated

and have more accumulated experience.

Table 1: Descriptive Statistics for Women

All Non-Participate Participate
Age 40 41 39
Married .498 .644 .399
Experience 11.09 7.34 15.10
Children Under 3 Living at Home .117 .149 .095

Education Level

Non-Edu or Elementary .020 .031 .012
Middle School .198 .286 .138
High School .508 .534 .490
Technical Degree .134 .093 .163
Bachelor Degree .124 .053 .172
Graduate Degree .013 .001 .022

Number of Observations 3,742 1,509 2,233
Notes: The reported numbers correspond to weighted sample averages.

In the case of men, the descriptive statistics of the sample are shown in Table 2. In

contrast to women, men who work are more likely to be married and live with children

under the age of 3, and they seem to be younger than women and with more experience.

However, for those who are working, their level of education on average is lower than working

women.
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Table 2: Descriptive Statistics for Men

All Non-Participate Participate
Age 39 37 39
Married .545 .368 .579
Experience 19.5 14.09 20.60
Children Under 3 Living at Home .115 .088 .120

Education Levels

Non-Educ .020 .032 .018
Middle School .214 .300 .198
Technical Education .491 .440 .501
High School .127 .1005 .132
Bachelor Degree .134 .123 .136
Graduate Degree .010 .002 .012

Number of observations 3,029 486 2,543
Notes: The reported numbers correspond to weighted sample averages.

In this paper, I model selection only for women and the potential sample selection for

men is ignored. If sample selection for men were also controlled, since it is a small fraction5

of male workers who are out of the labor market, this would generate a lack of precision in

wage gap estimates.6

IV Empirical results

In this section, I compute the quantile regressions without correcting for sample selection and

then correcting for sample selection. Then, I apply the Machado and Mata (2005) technique

to decompose the gender wage gap corrected for sample selection.

In the empirical analysis, the dependent variable is the log hourly wage and the definition

of the gender wage gap is wmτ − wfτ where wmτ and wfτ denote the log of wages of male and

female workers, respectively, at the corresponding quantile (τ). In the model of sample

selection, the independent variables are marital status, effective experience and education

516% among all the men in the sample are not participating versus 40% of women.
6See Badel and Peña (2010).

13



attainment (4 categories: high school, technical degree, bachelor degree and graduate degree)

and the exclusion restriction variable is the number of children under the age of 3 years old.

In keeping with the traditional econometric strategy, the number of children will have the

role of an instrument because it is assumed that it would not affect the wage of female

workers but it may influence the probability of participating in the labor market. Maasoumi

and Wang (2019) argue that this variable is a valid instrument in the case of the US and

it also has been used in other influential papers such as Heckman (1974) and Heckman and

MaCurdy (1980). As discussed in Arellano and Bonhomme (2017), the identification is given

by the copula and not from the exclusion restriction. Despite that, I validate my IV using

the test by Huber and Mellace (2014), which is explained in section V.

Figure 1 shows the raw gender wage gap without and controlling for selection. Male and

female wages are unequal at every point of the wage distribution regardless of the sample

selection bias. The gender wage gap without correction oscillated between 10 and 25 log

points, which can be interpreted as men having a wage between approximately 10% and

25% higher than women at that percentile respectively. With sample selection correction

the gender wage gap is around 25% and 35% at the low levels of the distribution, but it

increases towards the upper tail of the distribution to a maximum log wage difference of

about 50%.

This exercise highlights how important it is for gender gap analyses to consider sample

selection into employment and heterogeneity in wages. As Figure 1 shows, the gender wage

gap increases across the distribution after controlling for selection bias. There is a bigger

difference at the highest quantiles, which means that women who are above the median face

a glass ceiling effect.

I Quantile regression without sample selection adjustment

The quantile regression results for men and women are displayed in Table 3 and Table 4,

respectively. For both groups, human capital covariates have the expected sign. It appears
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Figure 1: Raw Gender Wage Gap
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quantiles

Uncorrected Corrected

that experience is statistically significant for men only at the bottom quantiles, and for

women only at the upper quantiles. Education has a positive coefficient for men and for

women except for the coefficient associated with high school for the 90th percentile for

female workers. It seems that it makes virtually no difference to have no formal education

or just a high school education at least for those women who are in the top of the wage

distribution. When returns to education are compared between the two groups across the

wage distribution, it appears that education is more valued for men than for women, except

for the 10th percentile, where the coefficients for the education covariates are higher for

women than for men. This situation changes slightly when the results are corrected for

sample selection as described in the next section.
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II Quantile regression with sample selection adjustment

Table 5 shows the results of estimating quantile regression for women controlling for selection.

This table is not shown for men since I am controlling for selection bias and adjusting the

coefficients only for women. The specified set of covariates is the same as the prior section,

and they also have the expected sign. After adjusting for selection, in general the variables

that represent education have a monotonic effect on wages for bachelor and graduate degrees.

Coefficients for education are all positive showing evidence that, for female and male workers,

the more educated earn more, but education is still relatively more valued for men at the

highest paid jobs. In addition, the fact that men’s return on schooling is increasing with the

quantile suggests that a high level of education has a positive impact on wage dispersion.

Experience appears not to be statistically significant for female workers at all the different

quantiles. Being married has a positive coefficient at the tails of the wage distribution for

women but it is not statistically significant for the 10th and 90th percentiles. However, for

male workers, being married positively affects their wages across the entire distribution. The

big difference between the uncorrected and corrected quantile regression for woman seems

to be the effect of being married.
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Figure 2: Quantile Regression Estimates
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Figure 2 shows the coefficients of the quantile regression for women before and after

controlling for selection into employment across the quantiles. The dashed line and the solid

line stand for the coefficients corrected and uncorrected for selection respectively. The main

difference in human capital covariates appears to be at the bottom and upper quantiles.

This could mean that the sample selection increases in the tails relative to the median in

the distribution.

According to the results, the gender wage gap in Chile after controlling for sample se-

lection is around 50% at the higher levels of the distribution of wages where there is a glass

ceiling effect. This result shows that the selection into employment and heterogeneous ef-

fects are important and need to be consider any time that the gender wage gap is computed.

Working woman are a selected sample and if the selection is ignored the gap may be an

underestimate of the existing difference.

III The Machado and Mata decomposition

To better understand the difference between male and female log wage distribution, I applied

the Machado and Mata (2005) technique to the corrected sample to decompose the gender

wage gap. Figure 4 shows the part of the gender wage gap that is explained by characteristics

and coefficients respectively. Most of the differences in salary are explained by the structural

effect, which is the return to the labor market characteristics. This result is in line with the

structure of pay that is revealed in Tables 3 and 5. The return to high level of education

is higher for men than for women at the upper quantiles. This situation is reversed for

low paying work, where women’s education is more valued than men. However, for higher

quantiles, characteristic effects play an important role explaining the differences. This could

suggest that, While women are more highly educated than men (as Table 1 shows), their

degrees are not as well rewarded.
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Figure 4: The Machado and Mata decomposition of the gap corrected for sample selection
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V Validity of Assumptions

To validate the exclusion restriction’s assumption, I apply the Huber and Mellace (2014) test

which reports that there is not a significant relationship between my excluded regressor and

the error term of the outcome equation. This test is also applied by Maasoumi and Wang

(2019) in similar context.

Huber and Mellace (2014) propose a test that validates two assumptions: i) the existence

of at least one variable that affects selection but not the log wage, ii) additive separability

of the errors in the selection process. To do that, they classify the population into four

subgroup according to the reaction of selection to the instrument (Z). Using similar notation,

the types are the following: “always selected’, those individuals who participate in the labor

force regardless of the instrument,“compliers” those observations that are selected under

Z=1 but not under Z=0,“defiers” are selected under Z=0 but not under Z=1 and the never
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selected who outcome is never observed.7 Denote S(z) as an observable binary variable which

indicates the potential selection state and it takes values of 1 if the log wage is observed, 0

otherwise. According to Huber and Mellace (2014), the workers who perceive a salary can

be described as a mixture of always selected and compliers. The log wage for the other two

types, defiers and never selected, is never observed (i.e., they are not employed).

The intuition behind this test is that, under the verified exclusion restriction and additive

separability assumption, the point identified outcome distribution of the always takers in

absence of the instrument lies within the bounds in the presence of the instrument, which

implies two inequality constraints that can be tested.

Following the procedure suggested by the authors, under the assumption of validity/mono-

tonicity, the following inequalites hold:

E[ln(w)|Z = 1, S = 1, ln(w) ≤ yq] ≤ E[Y |Z = 0, S = 1]

≤ E[ln(w)|Z = 1, s = 1, ln(w) ≥ y1−q]

where yq is the qth conditional quantile in the conditional outcome distribution when

Z=1 and S=1 and q is the proportion of always selected in the mixed population of the

individual with and without children under the age of 3 years old (70% in my sample). This

is translated into the following null hypothesis:

H0 :

 E[ln(w)|Z = 1, S = 1, ln(w) ≤ yq]− E[ln(w)|Z = 0, S = 1]

E[ln(w)|Z = 1, S = 1, ln(w)]− E[ln(w)|Z = 0, S = 1, Y ≥ y1−q]

 ≡
Ω

Ω

 ≤
0

0



which means that the point identified probability measure of the outcome among always

selected given Z=0 and S=1 must lie within the bounds of the conditional probability in the

mixed population with Z=1 and S=1. If this is not the case, either the exclusion restriction

or monotonicity are necessarily violated. Using their method, I run the test and I find that

7For more details of this test, see Huber and Mellace (2014).
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the standardized mean constraints are negative which means that the inequalities are never

binding with a p-value of 0.9669. Therefore, there is not enough statistical evidence to reject

the validity of the presence of children under the age of 3 as an excluded instrument.

VI Conclusion

An extensive body of literature suggests that there is a difference between the wages of

women and men. Nevertheless, the robustness of the results depends on the data set and

econometric specification that a researcher uses. The majority of the gender applications

that use quantile regression in the presence of non-random sample selection assume that

the errors are independent of the regressors given the selection probability. However, as

discussed in Huber and Melly (2015), this assumption implies the same slope coefficients for

the quantile curves across the distribution, limiting the usefulness of heterogeneity in the

analysis.

I address this problem by using a new quantile-copula methodology to account for female

self-selection into employment and to analyze the gender wage gap between men and women

across the distribution of wages in Chile. My results show that women receive significantly

less pay than men across the whole wage distribution. Without correction, the gender wage

gap oscillated between 10 and 25 log points, which can be interpreted as men having a wage

approximately 10% to 25% higher than women. However, after correcting for selection, the

gender wage gap is around 25% to 35% at the lower quantiles, and the gap is larger in the

higher quantiles up to a maximum log wage difference of about 50%. The fact that the

gender wage gap is larger in the upper quantiles of the hourly wage distribution is evidence

of a glass ceiling effect in Chile.

I also decompose the selection-corrected gender wage pay into structural and composition

effects. My results suggest that the differences in wages between female and male workers in

Chile can be explained mainly by differences in the rewards for the workers’ characteristics,
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such as education and age, and not by differences in the distribution of those characteristics.

It is worth emphasizing that structural effects can be changed through policies that aim to

equalize pay structures between female and male workers with the same set of skills.

In general, measuring the gender gap across the distribution has important consequences

for gender wage equality. The main goal of my paper is to provide evidence about the

inequality in Chile and to highlight how important it is for gender wage gap analyses to

consider sample selection into employment and heterogeneity across wages distribution. Ac-

counting for rigorous indicators in gender issues is crucial for promoting gender equality and

empowering women, especially in developing countries.
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Blinder, A. S. (1973). Wage discrimination: reduced form and structural estimates. Journal of Human

resources, 436–455.

Buchinsky, M. (1998). The dynamics of changes in the female wage distribution in the usa: a quantile

regression approach. Journal of applied econometrics, 13 (1), 1–30.

Christofides, L. N., Polycarpou, A., & Vrachimis, K. (2013). Gender wage gaps,sticky floors and glass ceilings

in europe. Labour Economics, 21 , 86–102.

De la Rica, S., Dolado, J. J., & Llorens, V. (2008). Ceilings or floors? gender wage gaps by education in

spain. Journal of Population Economics, 21 (3), 751–776.

Fort, L., John-Abraham, I., Orlando, M. B., & Piras, C. (2007). Chile-reconciling the gender paradox.

Heckman, J. J. (1974). Effects of child-care programs on women’s work effort. Journal of Political Economy ,

82 (2, Part 2), S136–S163.

25



Heckman, J. J. (1979). Sample Selection Bias as a Specification Error. Econometrica, 47 (1), 153–161.

Heckman, J. J., & MaCurdy, T. E. (1980). A life cycle model of female labour supply. The Review of

Economic Studies, 47 (1), 47–74.

Huber, M., & Mellace, G. (2014). Testing exclusion restrictions and additive separability in sample selection

models. Empirical Economics, 47 (1), 75–92.

Huber, M., & Melly, B. (2015). A Test of the Conditional Independence Assumption in Sample Selection

Models. Journal of Applied Econometrics, 30 (7), 1144–1168.

Koenker, R., & Bassett, G. (1978). Regression Quantiles. Econometrica, 46 (1), 33–50.

Lee, W. K. M. (1998). Gender inequality and discrimination in singapore. Journal of contemporary asia,

28 (4), 484–497.

Maasoumi, E., & Wang, L. (2019). The gender gap between earnings distributions. Journal of Political

Economy , 127 (5), 2438–2504.

Machado, J. A., & Mata, J. (2005). Counterfactual decomposition of changes in wage distributions using

quantile regression. Journal of applied Econometrics, 20 (4), 445–465.

Melly, B. (2006). Estimation of counterfactual distributions using quantile regression.

Oaxaca, R. (1973). Male-female wage differentials in urban labor markets. International economic review ,

693–709.
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VII Appendix

VIII Labor history

Each survey wave collects the work history of the interviewee, where he or she gives details of

the years and months in which they were under one of the following situations: employment,

unemployment, searching for a job for the first time, and inactive. To create a variable that

represents the effective labor experience, I took from each wave the number of months when

the individual was actively working. For those individuals who have gaps, I assumed that

they have zero experience during the period they did not answer (e.g., an individual who

answered in the 2006 wave and 2015 wave but was not asked to provided information about

labor status between 2006 and 2009). For the first interview which was in 2002, the labor

history was covered from the year 1980 and then I extended it using the rest of the waves. For

example, the experience variable for a respondent interviewed in 2015 will have a complete

labor force history from 1980-2002, then it will be added to the labor history from 2002-2004

from 2004’s wave and so on, until the employment history is completed.The survey data has

been merged using an identification number that is related to the interviewee.
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IX Copula approach to sample selection models

The copula approach adds more flexibility to model specifications and captures dependence

more broadly than a standard multivariate normal framework. The normality assumption

is often too strong and it can be the case that the log of wages may have thicker tails than

normal distribution implies. For that reason, I modeled sample selection using a Frank cop-

ula. According to the Sklar theorem, any multivariate distribution function with continuous

margins has a unique copula representation. In this exercise, the Frank copula will generate

a joint distribution given marginal distribution from the errors of the sample and outcome

equation. One-parameter Frank copula has the following function:

ρ−1log{1 +
(e−ρU − 1)(e−ρV − 1)

(e−ρ − 1)
}

where the parameter ρ governs the degree of dependence and it can take values from ∞ ≤

ρ ≤ ∞ .

Figure 5 shows the contour plot of the frank copula in different regions of the (U,V)

plane. The level curves suggest the magnitude of dependency which goes from low to high,

where the smaller ellipses display stronger dependency. In my empirical implementation, the

negative correlation indicates positive selection into employment which means that the wage

of non-working women are lower than those who are working.
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Figure 5: Contour plot of the frank copula
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